Memorandum / Note

SPSS Technical Specification

The Standard PLC Software Structure is the backbone of all PLCs deployed on the ITER Project. This document is describing the functionalities that the SPSS should support, the context and the scope of application.
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1 Introduction

1.1 Purpose of document

The SPSS is a Software package that will be deployed on every PLC in the ITER project. This document gives a conceptual description of the Standard PLC Software Structure (SPSS). It lists what the SPSS is expected to do, and what is it covering. This document will be used as base of negotiation for a contract for the development of the SPSS.

1.2 Scope

The SPSS covers:
- The PLC deployed as Conventional Controllers.
- The redundant PLCs deployed as conventional Controllers, PIS and PSS for occupational Safety, up to a SIL3, and Nuclear Safety SIC2-C Controllers.

The SPSS doesn’t cover Fast Controllers, Nuclear Safety Controllers of categories SIC2-B and SIC1

1.3 Acronyms

<table>
<thead>
<tr>
<th>CFC</th>
<th>Continuous Flow Chart</th>
</tr>
</thead>
<tbody>
<tr>
<td>COS</td>
<td>Common Operating State</td>
</tr>
<tr>
<td>DB</td>
<td>Data Block</td>
</tr>
<tr>
<td>FB</td>
<td>Function Block</td>
</tr>
<tr>
<td>FBD</td>
<td>Functional Block Diagram</td>
</tr>
<tr>
<td>CBS</td>
<td>Control Breakdown Structure</td>
</tr>
<tr>
<td>COTS</td>
<td>Component Off-The-Shelf</td>
</tr>
<tr>
<td>FC</td>
<td>Function Chart</td>
</tr>
<tr>
<td>I/Q</td>
<td>Inputs/Outputs</td>
</tr>
<tr>
<td>LAD</td>
<td>Ladder Diagram</td>
</tr>
<tr>
<td>PBS</td>
<td>Plant Breakdown Structure</td>
</tr>
<tr>
<td>PCDH</td>
<td>Plant Control Design Handbook</td>
</tr>
<tr>
<td>PIS</td>
<td>Plant Interlock system</td>
</tr>
<tr>
<td>PLC</td>
<td>Programmable Logic Controller</td>
</tr>
<tr>
<td>PSH</td>
<td>Plant System Host</td>
</tr>
<tr>
<td>PSS</td>
<td>Plant Safety System</td>
</tr>
<tr>
<td>SDD</td>
<td>Self-Description Data</td>
</tr>
<tr>
<td>SFB</td>
<td>System Function Block</td>
</tr>
<tr>
<td>SFC</td>
<td>System Function Chart</td>
</tr>
<tr>
<td>SIC2-C</td>
<td>Safety Important Component Level 2 – IEC61226 Category “C”</td>
</tr>
<tr>
<td>SSPS</td>
<td>Standard Software PLC Structure</td>
</tr>
<tr>
<td>UDT</td>
<td>User Data Type</td>
</tr>
</tbody>
</table>

1.4 Definitions
<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLC Application</td>
<td>All software developed in a PLC</td>
</tr>
<tr>
<td>PLC Core Application</td>
<td>All software or control blocks implementing the control functions. All that is not implemented in the peripheral blocks</td>
</tr>
<tr>
<td>Shared DB variable</td>
<td>Generic term used for any variable in a PLC</td>
</tr>
<tr>
<td>Process Variable</td>
<td>Generic term used for a variable in the EPICS environment.</td>
</tr>
<tr>
<td>Plant System I&amp;C Programmer</td>
<td>Person responsible for programming CODAC, PLC or fast controller applications.</td>
</tr>
<tr>
<td>Peripheral Blocks</td>
<td>PLC software blocks implementing the interfaces and healthmonitoring.</td>
</tr>
<tr>
<td>Configuration</td>
<td>Set of all configuration variables for a PLC.</td>
</tr>
<tr>
<td>Configuration Variable</td>
<td>An EPICS PV transmitted to the PLC through a shared DB variable.</td>
</tr>
<tr>
<td>States</td>
<td>Set of all PLC shared DB variables transmitted to CODAC.</td>
</tr>
<tr>
<td>State Variable</td>
<td>A PLC shared DB variable transmitted to CODAC through an EPICS PV.</td>
</tr>
<tr>
<td>Standard Control Block Interface</td>
<td>In and Out parameters of a FC or a FB for a control block deployed in the PLC core application</td>
</tr>
<tr>
<td>Control Function</td>
<td>Function achieved by a controller in the context of a functional analysis.</td>
</tr>
<tr>
<td>Control Block</td>
<td>FC of FB in the context of a Siemens Step 7 application, or any other controller.</td>
</tr>
</tbody>
</table>

### 1.5 Reference Documents

- **[RD 1]** “I&C Signal and Process Variable Naming Convention”,
- **[RD 6]** “Plant System I&C Architecture”,
2 Technical Context

The architecture of plant system I&C is defined in [RD 6]. The PLCs will communicate with CODAC through the PSH. The PSH is a standard computer running EPICS. Its configuration will be generated for each plant system I&C. The communication with Step7 PLCs will be done through TCP/IP socket communication. The general structure of the frames has already been settled.

- The PSH will implement a State Machine called the COS which has to be synchronized with the State of the PLC.

- PLCs inside a plant system may have functional interfaces with other PLCs, fast controllers and COTS intelligent devices. These interfaces will be supported by the PON.

- In Figure 1, the “Slow Controllers”, the “Interlock Controller” and the “Safety Controller” can be implemented with PLCs. Slow Controllers can be conventional or redundant PLCs for higher availability. Interlock and Occupational Safety Controllers can be SIL1 to SIL3 PLCs. SIC2-C Safety controllers can be SIL3 controllers.
The Interlocks and Safety Controllers are separated from the conventional control, in strict compliance with IEC61508. Meanwhile, they could be connected to the CODAC, for monitoring purposes.
3 Generic Requirements of PLC Applications at ITER

- Flexibility.
  
  o During integration and commissioning, all interfaces may be not available. The application should allow some signals to be forced, or the partial simulation of the missing interface.

- Maintainability
  
  o Sufficient system information should be provided.
  
  o The PLC application should be modular so that modifications have only local impact.
  
  o The design of the application should take into account at least one major Hardware Upgrade. The underlying requirement is code portability.

- Ability to be tested.
  
  o Unit testing of PLC Control Blocks should be easy.
  
  o Control systems software should be tested independently from the system. The idea is to test the control system when it is connected to a simulator rather than the system. The plant system designer has to define beforehand which controllers have to be tested together.

- Readability
  
  o Every information transformation in the data flow should be easy to track.
4 Conceptual Architecture of a PLC application.

The principle is to have a common architecture for applications inside all the PLCs deployed on the project. Depending on the particular PLC application, all the blocks may not be present. For example:

- A “Master Controller”, in an I&C architecture (see [RD 6]) will not have any hardware Input/Output interface but will have a lot of interfaces with other PLCs in the plant system.

- Fast controller interfaces will probably be very rare and may use the CODAC interface, as Fast Controllers are running EPICS and are consequently connected to Channel Access.

We expect that the internal structure of all blocks will be standard for all PLCs deployed on the project. Only the volume and structure of the data computed in these blocks will be different. In the future, we expect that these blocks will be generated automatically, using the configuration database as input. Meanwhile, we already know that in some cases it will be
difficult to have exactly the same structure. It will be developed in the following chapters. For conventional Controllers, The CODAC interface (“2” on Figure 2) will be fully generated by the SDD package.

In the document, Blocks 2, 3, 4, 5, 7 of Figure 2 are called the “Peripheral Blocks”, in the sense that these blocks embed “peripheral” features. In opposition to the “PLC Core Application”, embedding the Central Logic.

4.1 PLC Core Application

The PLC core application (“1” on Figure 2) is the place where the control logic, GRAFCETS, state charts and regulation loops of the process will be implemented. Only process programming should be found here. The PLC core application will implement the control functions. Its functionality will be affected by all the interfaces on Figure 2. All programming or treatment not directly involving the process is performed in the peripheral blocks (interfaces, system monitoring).

![Figure 3: PLC Core Application Environment](image)

The PLC core application will use the configuration variables (see Figure 3) transmitted by the CODAC interface as the main inputs from operation.

Some configuration variable examples:
- ON/OFF state requests
- OPEN/CLOSE state requests,
- HIGH VACUUM/ROUGHING/VENTING request,
- Current setpoint,
- Temperature setpoint
- …
Hardware inputs and outputs (See Figure 3) are in engineering format. The PLC core application is insensitive to the fact that these values may be coming from real equipment or are simulated or forced.

The PLC core application will compute the CODAC configuration variables and the hardware inputs and generate the outputs in order to reach the configuration requested. The state variables report the effective state of the process. The main principle is that it is always possible to have an easy comparison in CODAC between the state (configuration) of the process that was requested and the actual state. A simple example of what a CODAC HMI for a simple device is given in Figure 4.

Collaborative data (See Figure 3) are state variables produced by other plant systems and transmitted by CODAC core system. Transverse wired links between plant systems are strictly forbidden. Transmission of information between plant systems will use the collaborative data link.

The interfaces with other controllers in same plant system I&C also have an impact on the processing and this aspect will be developed in § 4.4 and § 4.5.

4.2 CODAC Interface

The main function of the CODAC interface (“2” in Figure 2) is to manage the PLC side of the communication with CODAC, which is developed in an EPICS environment. The CODAC side of the communication is managed by a specific driver in the PSH.

This communication decomposes in 4 categories, as represented in Figure 3:

- Configuration variables
- State variables
- Simple commands

Figure 4: Simple Example of CODAC HMI
- Collaborative data

4.2.1 Configuration Variables

The main use of configuration variables is described in § 4.1. In Figure 2 the link “8” shows another use of these variables: giving configuration to the hardware I/O interface. Mainly, it will provide conversion of parameters from physical to engineering units, forcing values and inhibits, it will also affect the simulation mode. It is described in § 4.3

4.2.2 State Variables

The state variables are used to transmit the state of the process:

- Directly from the hardware I/O interface (“6” in Figure 2). This direct link is necessary as the CODAC core applications use these variables without requiring computing in the PLC core application. It is important to note here that these variables are in engineering units, and they can also be forced or simulated.
- From the computed variables issued by the PLC core application (“7” in Figure 2).
- From the system monitoring (“9” in Figure 2).

4.2.3 Simple Commands

Simple commands are variables set to “TRUE” during one cycle in the PLC. These simple commands are used in the cases where it is not necessary to memorize the action related to this command, as is the case for configuration variables. Typical examples are “Reset” of some devices. Reset is not a stable configuration, it is a transient command.

4.2.4 Collaborative Data

Collaborative data are state variables transmitted between plant system I&Cs. A strong requirement of the PCDH is that no transverse physical link is allowed between plant system I&Cs. Any such link must be in the form of a software link between 2 PLCs from 2 different plant system I&Cs. This collaborative data will be state variables with the specific classification of “Collaborative Data”. Note, that if several controllers have to share the same information (e.g. a temperature, or a pressure) it is important that this information has exactly the same origin.
Interlock and Safety Controllers will not use this channel to communicate between them. They will always transmit their information through a Central Controller (CSS, CIS). It is strictly not recommended to use this channel to influence the behaviour of Safety and Interlock Controllers.

### 4.2.5 Data Types

In the following Table you can find the type association between Step 7 and EPICS performed in the CODAC Interface:

<table>
<thead>
<tr>
<th>STEP 7</th>
<th>States Variable</th>
<th>EPICS</th>
<th>Configuration, Collaborative Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PV Type</td>
<td>Data Type</td>
<td>PV Type</td>
</tr>
<tr>
<td>BOOLEAN</td>
<td>AI</td>
<td>Int or short. 0x00 if FALSE 0x01 if TRUE</td>
<td>AO</td>
</tr>
<tr>
<td>REAL</td>
<td>AI</td>
<td>Float 32 bits</td>
<td>AO</td>
</tr>
<tr>
<td>INT</td>
<td>AI</td>
<td>Short (signed)</td>
<td>AO</td>
</tr>
<tr>
<td>DINT</td>
<td>AI</td>
<td>Int (32 bits) (signed)</td>
<td>AO</td>
</tr>
<tr>
<td>WORD</td>
<td>AI</td>
<td>Unsigned short, hexadecimal representation</td>
<td>AO</td>
</tr>
<tr>
<td>DWORD</td>
<td>AI</td>
<td>Unsigned int (32 bits), hexadecimal representation</td>
<td>AO</td>
</tr>
<tr>
<td>TBD</td>
<td>MBBI</td>
<td>MBBO</td>
<td></td>
</tr>
</tbody>
</table>
For Simple Commands, it is a BOOLEAN variable on Step 7 Side. On EPICS Side, it is a bit that is set to “0x1” during 300msec. During these 300msecs, it is transmitted to the PLC. In the PLC, this bit has to be set to “TRUE” during one cycle of the PLC program.

4.2.6 Redundant Architectures

For High Availability, Interlock and Safety Controllers, redundant Architectures will be deployed. The CODAC Interface will take this feature into account.
4.3 Hardware Interface

4.3.1 General Description

The hardware interface is divided in two parts: the input interface and the output interface. Almost the same functions are present in both parts but they are processed in the opposite
The following process flow description of a wired input coming from a plant system explains the working of this interface:

- The signal is wired between the plant system and the input board of the PLC, or it comes from a Simulator, via a TCP/IP Connection. The layer “Interface Switch” selects the source of the data. In this same layer, the data are wrapped in a DB. Example, if data comes from wired inputs, then “I0.0” is copied to “DB1.DBX0.0”. All the data can afterwards be manipulated with one single DB.
- The signal goes through a filtering layer. For Booleans, it is an anti-rebounce, for analog values, it is a low pass filter, suppressing the noise.
- The shared DB variable issued is transmitted to an “FBS Wrapper”, where the variable is copied from a component naming convention (“PPPPPP-TTT-NNNN:AAAASSSS”) to an CBS Level 3 convention (CBS-L3.variable). See [RD 1]. Another shared DB variable is issued.
- The signal goes through an “adaptation layer”. Depending on the nature of the signal, the processing is different:
  - Numerical variable: “Scaling”. The signal is transformed to an engineering value according to a linear regression, or a look up table, etc…
  - Boolean variable: “Standardization” here the Boolean value can be negated or not, depending on the logic the developer wants to use in the core application. For example, in order to have fail-safe logic, the status of a device could be notified by a “0V” signal, which is more convenient for encoding a “TRUE”.
- The variable goes through a “Forcing” layer, where its value can be forced by the user for commissioning or maintenance purposes. The variable is issued by the hardware input interface.
- The variable is systematically transmitted to the “States Variables” transmission mechanism of the CODAC Interface and can be used by the PLC core application.

For outputs, the processing is almost the same, except that there is no “Filtering Layer”, and that there is an additional “Engineering Limits” layer, preventing the writing of fanciful values.

For Interlock and Safety Controllers, the Hardware Inputs/Outputs interface will probably be reduced to something very simple, or might even be completely skipped. This is a description of a complex interface, while all what relates safety should remain simple.

The following paragraphs give a more detailed description of every layer.

### 4.3.2 Interface Switch

This layer has several functions:
- Inputs/Outputs will be wrapping in Shared DBs to directly use Siemens data block addressing area (shared DB variables) at the lowest level. This has 2 advantages:
  - It is possible to place the information in systems and subsystems hierarchically.
  - All the variables can be handled with just one simple block.
Complex interfaces like FM453 positioning modules and CP441 serial communications modules will also be implemented in this layer.

There is a link between this layer and the health monitoring function. All the variables issued by the wrapper will be transmitted to the health monitoring system. The health monitoring system transmits these variables to the CODAC interface. The purpose is to have CODAC raw values available on a system screen for debugging purposes.

Connecting a process simulator to the controller gives the following possibilities:
- Validation of the software without being connected to the process
- During integration and commissioning, modification of the software and be able to test these modifications on a different platform, before loading on the real control unit.

The interface switch simply switches the origin of the signal variables between the real process and simulator. Whatever the simulator is, the interface will be a data block. The control of the interface switch will be a CODAC configuration variable (Figure 2 – “10”). This command has to have some security associated with it in the sense that it cannot be used during operation.

4.3.3 Filtering

4.3.3.1 Anti-Rebounce

This layer is used for digital signals. Extremely useful for detectors in order to have a clear transition. The time should be definable for each signal.

4.3.3.2 Low-Pass Filtering

This layer is used for analog values in order to remove noise.

4.3.4 Engineering Limits

For numerical outputs, it is necessary to set limits reflecting the limit of the actuator or of the physical process expressed in engineering format. If these limits are exceeded, the PLC output may be erroneous.

The limits will be set by configuration variables.

4.3.5 FBS Wrapper

This block simply transfers the signal variables presented in a PBS naming convention (PPPPPP-TTT-NNN:AAAASSSS) to anCBS naming convention (CBS-L.3.variable).

4.3.6 Adaptation

4.3.6.1 Standardization

The idea here is to standardize the code in the PLC core application as much as possible. The same type of devices should always be controlled with the same PLC function. In reality, the same type of devices will sometimes be wired with different logic. For example, a valve: the limit switches of some valves will be wired with positive logic (24VDC – position reached).
and some with negative logic (0VDC – position reached) whilst control of the valve is identical.
The function of this standardization block would be to process the negation required for all discrete signals, in order to present a standard signal interface for the different types of devices to the PLC core application.
All the negation parameters will be provided by CODAC configuration variables.

4.3.6.2 Scaling

Conversion from 16 bits integer to physical unit will be required for most of the numerical signal variables. This conversion can be linear, quadratic or of superior orders. It can also be a look-up table.
All the conversion parameters will be provided by CODAC configuration variables.

4.3.7 Forcing

During integration, commissioning and sometimes during maintenance, it is normal that engineers will want to force some signal variables to a specific value, because the related signal is not connected, missing, is not operational or has failed. It is better to take this fact into account in the software design, so that this “irregular” (and possibly dangerous) behaviour will be controlled. The aim is to avoid dangerous “temporary-permanent” practices like forcing a signal with PLC hardcoded modifications, hardwired modifications, strapping of relays etc.
This forcing layer has to be developed and in particular:
- some signals cannot be forced at any time because this could be destructive.
- The control unit (or the all I&C) may not be able to reach an operational state as long as signal variables are forced.
- Inhibiting this forcing feature.

All permanent and runtime parameters will be provided by CODAC configuration variables.

4.3.8 SIL PLCs

With SIL PLCs, the organization of Inputs and outputs can become quite complex. You can have redundancies of signals, of acquisition chains, Votes 1oo2, 2oo3, etc…. Making the Hardware Interface much more complex if you want to reach the abstraction level described in this chapter.

4.4 PLC Interface

This interface addresses communications between:
- PLCs of a same plant system I&C,
- A Plant Safety or an Interlock Controller and its Central Controller,

for the case where a functional interface is required. The Siemens protocol to be used has to be defined.
From a conceptual point of view, one can consider 3 different cases:
- A master/slave link where the master PLC is sending commands (Boolean or numerical) to a slave PLC
- A point-to-point link where 2 PLCs are exchanging states. This state transmission can be I/O of another PLC.
- A multipoint communication where a PLC is publishing states to a group of PLCs.

In a master/slave architecture, the master coordinator sends orders to the slaves. A communication paradigm has to be defined for these orders.

Each case will be implemented with the most appropriate Siemens technology.

4.5 Fast Controller Interface

This interface addresses communications between a PLC and a fast controller. 3 cases are considered:
- A master/slave link where the PLC is sending orders (Boolean or numerical) to a fast controller.
- A master/slave link where the fast controller is sending orders (Boolean or numerical) to a PLC.
- A point-to-point link where a Fast controller and a PLC are exchanging states.

In a master/slave architecture, the master will send orders to the slaves. A communication paradigm has to be defined for these orders.

4.6 System Monitoring

A task will be dedicated to PLC system monitoring: the following parameters will be monitored:

- Operating Mode: RUN/STOP
- Memory:
  - Load memory assigned: 0..100%
  - Work memory assigned: 0..100%
  - Retentive: 0..100%
- Scan cycles:
  - Shortest
  - Longest
  - Average
  - Standard deviation
- CPU Time: Date and hour
- Communication
  - Configured
  - Max numbers of connections available
  - Number of connections used
- I/Os:
  - 24VDC Statuses
  - Board statuses
  - Raw value of each signal
- Alive counter.
- Total Time Counter.

For redundant Architectures, monitored information will be specific and the volume to will be much bigger.
5 Standard PLC Software Structure (SPSS)

The principle of the SPSS is to have an identical software skeleton for all PLC application on the Project. The issue is the maintenance of the application and its adaptation to the specific needs of the experiment. Application developers should find more or less the same structure whatever the controller they connect. An SPSS already exists. Regarding all the features described in § 4, only a limited CODAC Interface has been embedded in the actual SPSS.

5.1 Description

The root structure of the control blocks in the PLC will be the same in every PLC deployed at ITER. The diagrams below describe this root standard structure.

![Diagram of Main Cycle Loop Standard Structure]

*Figure 7: Main Cycle Loop Standard Structure*
In the actual SPSS, the CODAC Interface is supported. In Figure 8, the fixed application part of the CODAC interface is described. Globally it is managing the Legacy Communication Blocks of Siemens: “T_CON”, “T_SEND”, “T_RECV”. The only missing part is the data to be transmitted, their location, the length, etc…

In Figure 10 the Blocks represent the Shared DBs to be transmitted to the CODAC:
- The Blocks in light blue are part of the SPSS. It is the fixed part of the DBs: the UDT defining the Headers/Footer.
- The Blocks in dark Blue are the Blocks specific to the application. The application Developers use a tool called the SDD-Editor to generate them. In the example of the figures, it is a Water Cooling Function.

In Figure 11, the Blocks represent the Shared DBs, with the TCP parameters of the communication.

This standard structure is actually developed and maintained by ITER. It has to be imported in any application before developing or setting up the peripheral blocks and the core application.

5.2 CODAC Interface in the SPSS

In the actual SPSS, the CODAC Interface is supported. In Figure 8, the fixed application part of the CODAC interface is described. Globally it is managing the Legacy Communication Blocks of Siemens: “T_CON”, “T_SEND”, “T_RECV”. The only missing part is the data to be transmitted, their location, the length, etc…

In Figure 10 the Blocks represent the Shared DBs to be transmitted to the CODAC:
- The Blocks in light blue are part of the SPSS. It is the fixed part of the DBs: the UDT defining the Headers/Footer.
- The Blocks in dark Blue are the Blocks specific to the application. The application Developers use a tool called the SDD-Editor to generate them. In the example of the figures, it is a Water Cooling Function.

In Figure 11, the Blocks represent the Shared DBs, with the TCP parameters of the communication.
The Blocks in light blue are part of the SPSS. It is the DBs and the UDTs defining the Ports, Connections IDs etc.

The Block in dark Blue is the Block specific to the application. The application Developers use the SDD-Editor to generate them. This Block define the Length of the Block to be transmitted.

Figure 10: UDTs and DBs organisation and dependencies for the Control Function “CWS-DHLT-WFC”.

“CodacStatesHeader” (UDT)
- FixedPattern=0x02F08000 : DINT
- Length: INT
- InterfaceVersion: String[40]

“WBS” (UDT)
- CWFC: BOOL
- HSRO: BOOL
- PT2SP: BOOL
- LFSP: REAL
- HFSP: REAL

“cmWBS” (UDT)
- INT: BYTE
- RESET: BYTE
- ACK: BYTE

“cm<FBFL[2,3,4]>” (UDT)
- FixedPattern=0xFD0F7FF: DINT
Figure 11: UDTs and DBs organisation and dependencies for TCP connexion parameters.
6 Future Development

The ultimate target is to have the SPSS supporting all features of the Peripheral Blocks described in the Conceptual Architecture:

- Codac Interface
  - It should support redundant architectures
  - It should be customizable for the Interface to be chosen: CP or CPU.
- System Monitoring, System Monitoring for Redundant Architectures
- PLC interface. All cases should be considered: Conventional to Conventional, Conventional to Redundant. Redundant to Redundant.
- Fast Controller Interface, with Conventional and Redundant.
- Hardware interface:
  - For Conventional Controllers:
    - For “Functional Boards”: Positioning, Counting, Fast I/Os
    - For Specific Communication Boards: RS232, RS485, Modbus, Modbus TCP.
  - For Redundant Architectures
    - In a high Availability Context
    - In a Safety or Interlock Context (IEC61508)

The actual SPSS is developed with conventional languages. It should be possible to start from a CFC application.